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Abstract

Aims—To determine if neural networks can detect diabetic features in fundus images and compare the network against an ophthalmologist screening a set of fundus images.

Methods—147 diabetic and 32 normal images were captured from a fundus camera, stored on computer, and analysed using a back propagation neural network. The network was trained to recognise features in the retinal image. The effects of digital filtering techniques and different network variables were assessed. 200 diabetic and 101 normal images were then randomised and used to evaluate the network's performance for the detection of diabetic retinopathy against an ophthalmologist.

Results—Detection rates for the recognition of vessels, exudates, and haemorrhages were 91.7%, 93.1%, and 73.8% respectively. When compared with the results of the ophthalmologist, the network achieved a sensitivity of 88.4% and a specificity of 83.5% for the detection of diabetic retinopathy.

Conclusions—Detection of vessels, exudates, and haemorrhages was possible, with success rates dependent upon pre-processing and the number of images used in training. When compared with the ophthalmologist, the network achieved good accuracy for the detection of diabetic retinopathy. The system could be used as an aid to the screening of diabetic patients for retinopathy.


Photographing the fundus of such patients with later assessment of the photographs has been tried with some success but still requires the relatively expensive time of the specialist ophthalmologist to provide a classification of the retinopathy. This may delay referral of the patient for further examination. A wholly automated approach involving fundus image analysis by computer could improve the efficiency of the assessment of the image by providing an immediate classification of the fundus of the patient at the time of acquisition of the image. The operator of the camera could be provided with an indication of whether to refer the patient to an ophthalmologist.

Conventional digital image analysis is hampered in the examination of images of the retina because of the inherent variability of the fundi between individuals. Although this has been applied to the detection of specific features such as microaneurysms, exudates, and oedema in diabetic retinopathy with some success, an application in diabetic screening has not been determined.

Artificial neural network (ANN) analysis may be more able to cope with the variability because this system employs mathematical 'weights' to decide the probability of input data (for example, a feature on a digitised fundus image) belonging to a particular output. The 'weights' are adjusted by training the network with data of known output. Subsequently, the network can be tested with new data, providing a probability of such data belonging to a particular output. In medicine, such computer programs have been used to assess chest radiographs and images from histopathology. In screening of patients by mammography, the use of a neural network provided better predictability for the detection of malignancy than inexperienced radiographers, and in ophthalmology, neural networks have been used to diagnose visual field defects.

In this study a neural network was trained to recognise features of diabetic fundus images and tested for the sensitivity and specificity of recognition of these features. The predictive capability of the system to correctly detect retinopathy in fundus images was examined to determine whether a trained neural network could be used in the screening of diabetic patients.
Methods

A back propagation neural network (Neural Works Professional II/Plus) was employed to analyse images of the fundi of 147 patients with diabetic retinopathy and 32 images from normal subjects. Sixty degree red-free fundus photographs of the posterior pole of the fundus were obtained by a Canon fundus camera (60UV) (Fig 1). The images were scanned by a ‘Nikon Coolscan’ slide reader to provide 700 by 700 pixel images; these were divided into squares of 30 × 30 and 20 × 20 pixels, depending on which feature was being detected, by applying grids using a specially designed program in C language. Eight bit data from the green plane of the digitised colour image were used to simulate red-free photographs.

The squares of retina were displayed on the computer screen as grey scaled images and classified by a trained observer into normal retina without blood vessels (normal), or normal retina containing normal blood vessels (vessel), or retina with exudates (exudate), or retina with haemorrhages or microaneurysms (haemorrhage) (Fig 2). The squares were divided randomly into training data and test data. Analysis for neovascularisation was not performed at this stage. An assumption was made that neovascularisation was unlikely to be present in the absence of exudates or haemorrhages.

The training data were used to ‘teach’ the network to classify the squares according to the known outputs (normal, vessel, exudate, and haemorrhage). The network was then tested with the data from the previously ‘seen’ training data and the ‘unseen’ test data. The maximum sensitivity and specificity of the network for the correct classification of the square of retina was obtained from receiver operator coefficient (ROC) curves. In this analysis sensitivity and specificity were assumed to be of equal importance and were produced for both the training and the test data; the convergence of the curves providing an indication of the maximum sensitivity and specificity obtainable for the particular feature. In this way it was possible to determine the optimum preprocessing filters in the image analysis and the learning rule, transfer function, number of training iterations, and hidden layer size in the neural network. The maximum size of the training sets required to reach maximum predictive values was also determined in this way.

In the discrimination of the features by the neural network, vessel squares were tested against normals; exudates were tested against normals or vessel; and haemorrhages were tested against normals or vessels.

Once the optimum software protocols had been determined, the detection of diabetic retinopathy by the neural network was compared with that of a gold standard. This standard was considered to be those cases where an ophthalmologist, on examination of the images, agreed with the original diagnosis for the presence of retinopathy. Two hundred diabetic and 101 normal fundus images were randomised and presented to an experienced retinal specialist (THW) for classification as: (1) normal retina, (2) fundus with diabetic retinopathy requiring referral for an ophthalmic opinion, (3) diabetic retinopathy not requiring referral.

The decision for referral was subjective but was made if signs of preproliferative retinopathy, neovascularisation, and treatable maculopathy—for example, circinate exudation—were present. Very mild background retinopathy was regarded as not requiring referral.

The images were presented in a masked fashion and the sensitivity and specificity of the neural network system tested.

Results

The optimum computer software protocols and training data sizes after ROC analysis are shown in Table 1. Using these protocols the detection rate for the classification of vessels
Table 1  The image preprocessing and neural network protocols used for each of the detected features on diabetic fundi

<table>
<thead>
<tr>
<th>Retinal feature</th>
<th>Blood vessels</th>
<th>Exudates</th>
<th>Haemorrhages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rule</td>
<td>Delta</td>
<td>Delta</td>
<td>Delta</td>
</tr>
<tr>
<td>Transfer function</td>
<td>Sigmoid</td>
<td>Tanh</td>
<td>Tanh</td>
</tr>
<tr>
<td>Hidden layer elements</td>
<td>80</td>
<td>80</td>
<td>300</td>
</tr>
<tr>
<td>Grid size (pixels)</td>
<td>20 × 20</td>
<td>20 × 20</td>
<td>30 × 30</td>
</tr>
<tr>
<td>Squares per image</td>
<td>1225</td>
<td>1225</td>
<td>544</td>
</tr>
<tr>
<td>Preprocessing filter</td>
<td>Histogram equilisation, remove small spots (smooth), edge detection (minimum)</td>
<td>Maximum</td>
<td>Minimum</td>
</tr>
<tr>
<td>Number of training iterations</td>
<td>120 000</td>
<td>300 000</td>
<td>380 000</td>
</tr>
<tr>
<td>Training time (hours) (60 MHz Pentium PC)</td>
<td>4500/4500</td>
<td>4454/4454</td>
<td>5950/5744</td>
</tr>
<tr>
<td>Normal/abnormal squares</td>
<td>4500/4500</td>
<td>4454/4454</td>
<td>5950/5744</td>
</tr>
<tr>
<td>Number of test squares</td>
<td>1000/1000</td>
<td>342/342</td>
<td>93.7/93.7</td>
</tr>
<tr>
<td>Normal/abnormal</td>
<td>93.7/93.7</td>
<td>342/342</td>
<td>83.5/83.5</td>
</tr>
<tr>
<td>Test set specificity/sensitivity</td>
<td>91.7/91.7</td>
<td>91.7/91.7</td>
<td>73.8/73.8</td>
</tr>
</tbody>
</table>

The neural network’s determination of retinopathy for a whole image is based on a statistical threshold since, in all images, the network will get a certain percentage of squares wrong. By altering the threshold, it is possible to change the network’s detection rate to increase the sensitivity; this will of course lead to a lower specificity. For example, by adjusting the threshold for the diagnosis of retinopathy, a sensitivity of 99% was achieved with a specificity of 69%. At this threshold all of the patients whom the ophthalmologist referred were detected.

Discussion

This study has shown that it is possible to train a neural network to recognise common features of diabetic retinopathy on fundus images. The network can be used to identify the presence of vessels, exudates, and haemorrhages with high predictive values. Retinal haemorrhages were most difficult to recognise because of their similar pixel values to vessels. Different image preprocessing and neural network variables were found to provide optimum protocols for the detection of the various features and by employing these protocols a diagnosis of diabetic retinopathy was made possible. In comparison with the ophthalmologist, the neural network was able to detect patients with retinopathy with sensitivity and specificity values comparable to other screening methods such as optometrists, Polaroids from non-mydriatic cameras, and diabetic physicians for which sensitivity values for the detection retinopathy have varied from 61% to 97% and specificities from 78% to 96%.

The results with the neural network were at least comparable to other systems providing a sensitivity of 88.4% and specificity of 83.5% for the detection of diabetic retinopathy. If the neural network was used to detect the patients with diabetic retinopathy, 9% of the patients who required referral (according to the ophthalmologist) would have been missed. By optimising the sensitivity of the system to 99%, by adjusting the threshold of the ANN, the specificity was reduced to 69% and none of the patients requiring referral were missed.

Using commercially available digitised fundus imaging systems it will be possible to produce a system whereby images are obtained from a fundus camera, digitised via a video (or digitised camera), and processed by the neural network. An operator, who need not be trained in the assessment of diabetic retinopathy, could be instructed by the program in the computer to send the patient to an ophthalmology department for further examination if required. Although training of the network in some circumstances required up to 5 days of computing, once trained the network has the capability to analyse an image in a few seconds; therefore, it would not be difficult to perform a rapid assessment of the fundi of large numbers of individuals.

Digitisation of fundus images is likely to become more common as a means of storing and viewing data. Indeed, the digitisation of fundus images in the community for transfer to a central assessment site is a likely way forward for diabetic screening. The neural network program described in this study could be used either to screen for diabetic retinopathy in the community or be used as a filter to remove images with no retinopathy thereby reducing the quantity of the images that need to be assessed centrally by an ophthalmologist. Further improvements in the programming may be possible by using colour images which will require increased computing power or by including the input of previous fundus photographs and medical details in the data set for the neural network.

In conclusion, this study has demonstrated that a neural network program can be trained to recognise different features on a fundus image of diabetic retinopathy. The system can screen fundi with retinopathy with accuracy comparable to other systems and is potentially a powerful tool for the screening of diabetic retinopathy.
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Appendix

THE ARTIFICIAL NEURAL NETWORK

The artificial neural network (ANN) computer program works in some ways mimicking the analytical processes of the human brain by being able to learn to recognise patterns of data. In this study the ANN consisted of three layers: an input layer and output layer connected by a hidden layer (Fig 3). The hidden layer consists of a number of nodes connected to the input and output nodes by mathematical algorithms (weights). Training is achieved by presenting the network with many examples of data of known output (each time an example is presented equals one iteration). Once the weights in the hidden layer have been adjusted by training, the network can be shown a previously unseen input and categorise this into the appropriate output. For example, an ANN may be provided with the digitised data of various scotomata from visual field analysis such as accurate defects, hemianopias, etc. Once the network has been trained to recognise the digitised visual fields, an example of a scotoma which has not previously been seen can be presented. Even though this may not be exactly the same as any one of the scotomata in the training set the neural network will be able to provide a probability of the scotoma belonging to one of the outputs—for example, accurate defect. The ANN can therefore categorise data which are inherently variable as most images of biological systems are, for example, fundus photographs.

COMPARISON OF ANN WITH CONVENTIONAL COMPUTER PROGRAMMING

There are key differences in the way conventional programs and artificial neural networks work. The former require programming whereas ANN are trained. A conventional program uses serial processing, ANN uses parallel processing. ANN are fault tolerant—that is, removal of some of the elements in the program still allows it to function rather like excision of a small part of the human cortex may allow continued overall function. This is not possible with conventional computer systems.

Conventional programs are accurate and good at numerical processing but poor at pattern recognition and prediction of trends from complex data. The opposite is true of ANN which can be used for recognition of patterns of hand writing or speech, or predicting financial or economic trends.

THE ANN PROGRAM

The network used in this study was a back propagation network in which there was a feedback mechanism allowing the network to retain itself on data for adjustment of the internal weights. Transfers between each layer (the input layer, output layer, and hidden layer) are governed by a transfer function and the back propagation controlled by a learning function both of which can be varied to optimise performance.

The memory of a network is stored in the connection weights, the number of which are determined by the number of elements in the hidden layer. Increasing the number of elements in the hidden layer increases the number of possibilities that the network can learn, while at the same time the network will try to generalise. The optimum number of weights for a particular problem must be determined, for example, in this study by alter-
The number of examples used in training greatly affects the outcome of the neural network process. By training with too few examples, the network can learn all of the training set by memorising separate details from each example. The network performs poorly when tested with data it has not yet seen because of lack of generalisation. Many examples are required for optimum performance—for example, in this study thousands of squares containing the retinal features were used.

**IMAGE PROCESSING**

Image preprocessing filters are software programs which allow manipulation of digitised images. Those utilised in this study were from standard commercially available software.

Median smoothing was used for the detection of exudates and haemorrhages. This was a 9 point neighbourhood median filter. In this filter, for each pixel the nearest 8 neighbouring pixels were compared and the median value substituted into the centre pixel. Maximum median filtering was used for exudates where the maximum neighbourhood value was substituted and minimum median filtering was used for haemorrhages where the minimum pixel value was used. For the detection of vessels, a 9 point averaging filter was first used followed by a Sobel edge detection filter.
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