Development and validation of a deep learning system to screen vision-threatening conditions in high myopia using optical coherence tomography images
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ABSTRACT

Background/aims To apply deep learning technology to develop an artificial intelligence (AI) system that can identify vision-threatening conditions in high myopia patients based on optical coherence tomography (OCT) macular images.

Methods In this cross-sectional, prospective study, a total of 5505 qualified OCT macular images obtained from 1048 high myopia patients admitted to Zhongshan Ophthalmic Centre (ZOC) from 2012 to 2017 were selected for the development of the AI system. The independent test dataset included 412 images obtained from 91 high myopia patients recruited at ZOC from January 2019 to May 2019. We adopted the InceptionResNetV2 architecture to train four independent convolutional neural network (CNN) models to identify the following four vision-threatening conditions in high myopia: retinoschisis, macular hole, retinal detachment and pathological myopic choroidal neovascularisation. Focal Loss was used to address class imbalance, and optimal operating thresholds were determined according to the Youden Index.

Results In the independent test dataset, the areas under the receiver operating characteristic curves were high for all conditions (0.961 to 0.999). Our AI system achieved sensitivities equal to or even better than those of retina specialists as well as high specificities (greater than 90%). Moreover, our AI system provided a transparent and interpretable diagnosis with heatmaps.

Conclusions We used OCT macular images for the development of CNN models to identify vision-threatening conditions in high myopia patients. Our models achieved reliable sensitivities and high specificities, comparable to those of retina specialists and may be applied for large-scale high myopia screening and patient follow-up.

INTRODUCTION

Myopia, a common form of visual impairment worldwide, is tremendously prevalent among Asian adolescents and young adults.1 The total number of individuals with myopia in China has exceeded six million, representing a proper ‘myopia boom’.1,4 Furthermore, 21.9% of these patients have high myopia (refractive error ≤ −6 diopters).2 The gradual development of high myopia into posterior staphyloma and maculopathy results in a diagnosis of pathological myopia, which is one of the main causes of blindness in young adults.3–6 Macula are the most important retinal structures for vision accuracy. Among the wide variety of abnormalities in pathological myopia, maculopathy is the most dangerous and hazardous to visual accuracy. The contributors to pathological myopia retinopathy include traction, atrophy and neovascularisation. Retinoschisis, macular hole and retinal detachment are caused by traction, and macular atrophy is usually developed from pathological myopic choroidal neovascularisation (PMCNV). These are the most common kinds of maculopathy and vision-threatening conditions in pathological myopia and need to be promptly identified and treated.7–12 Moreover, affected patients usually must be followed up once every few months for life. Due to limited and imbalanced medical sources, ophthalmologists cannot easily screen all patients and identify those at a high risk who should receive early treatment.

Artificial intelligence (AI), especially deep learning, which has been widely applied in image classification,13 has sparked global interest in recent years. Due to its capability to analyse a tremendous amount of data, AI may provide a promising solution for the current myopia burden. Optical coherence tomography (OCT), one of the most commonly used devices in ophthalmology, is a method used for high-resolution retinal imaging, providing excellent training material for AI. As evidenced by De Fauw et al.,14 Lu et al15 and Lee et al.,16 the AI models based on OCT images have achieved excellent performance in diagnosing retinal diseases, including diabetic retinopathy, macular oedema, retinal detachment and CNV in age-related macular degeneration. On OCT images, pathological myopia abnormalities such as traction lesions and PMCNV can be clearly revealed. However, the manifestations of pathological myopia observed on OCT are more complicated, and the value of AI implementation for screening common vision-threatening conditions in high myopia patients has not been fully explored.

In this study, we aimed to build an OCT screening tool based on an AI deep learning system to identify
the four most common and dangerous vision-threatening conditions (retinoschisis, macular hole, retinal detachment and PMCNV) in high myopia patients. Subsequently, an independent test dataset from clinical work was used to evaluate our AI system and the AI system’s performance was compared with that of human ophthalmologists in Zhongshan Ophthalmic Centre (ZOC, Guangzhou, China).

METHOD
This study adhered to the tenets of the Declaration of Helsinki. Informed consent forms were signed by all participants, and any private information that may identify individuals was excluded.

Data source and labelling
In this study, OCT images from high myopia patients were retrospectively collected in ZOC from 2012 to 2017. Given the critical impact of macular structure on vision accuracy, the images used were horizontal and vertical slices through the fovea, which is the most widely used OCT scan-model in real clinical settings. Horizontal and vertical slices through the fovea are capable of detecting most of the dangerous vision-threatening conditions. Each high myopia eye was simultaneously submitted to horizontal and vertical OCT macular images, and multiple examinations performed on the same eyes were included as separate data if the interval between examinations exceeded 1 month. In the vast majority of cases, both horizontal and vertical line per eye were included for AI development, while sometimes only one line was chosen in a few cases due to the poor image quality or failure of crossing the fovea. The details of the inclusion and exclusion criteria are shown in online supplemental figure S1. The device that we used was a Heidelberg Spectral OCT (Heidelberg, German), and the scan length was 6 mm. Finally, 5505 qualified OCT images obtained in 1048 patients were selected for AI development. Subsequently, based on the patient’s code number, these images were divided into a training dataset (80% of the patients) for model development and a validation dataset (20% of the patients) for validating the models. To test the AI system in a real clinical setting, 412 images obtained in 206 examinations performed for 91 high myopia patients recruited in ZOC from January 2019 to June 2019 were selected as an independent dataset according to the same criteria listed in online supplemental figure S1. None of them were used in the training and validation datasets before.

Seven human doctors with different clinical experience levels, including four retina specialists and three attending ophthalmologists, were recruited as reviewers. According to the recognised diagnostic criteria, a standard diagnosis (ground truth) was defined for each image if the four retina specialists unanimously assigned it the same diseases. When dissent occurred, the final result was confirmed through a group discussion among the retina specialists and another senior expert. The diagnoses assigned by the three attending ophthalmologists were recorded only for the comparison of AI performance.

AI system development
To achieve the best performance for all four conditions, we used a convolutional neural network (CNN) architecture, named InceptionResNetV2, on a TensorFlow platform to construct four independent binary classifiers to identify retinoschisis, macular hole, retinal detachment and PMCNV. The output of each classifier ranged from 0 to 1, representing the probability of the presence of each vision-threatening condition.

InceptionResNetV2 has been verified to achieve better performance than most main CNN architectures, such as Inception and Resnet, in the ImageNet classification challenge. Transfer learning was also adopted since this method can improve the performance of an AI system based on limited biomedical images. Transfer learning indicated that only the weights for fully connected layers were updated on our training dataset, and the other weights were initialised with weights pretrained on ImageNet and frozen during the training process. In addition, the Focal Loss was used as a loss function to address the class imbalance between positive and negative classes during training for macular hole, retinal detachment and PMCNV detection. The Focal Loss has mainly been used for object detection to address the problem of extreme imbalance between foreground and background classes during training, but can also be used to improve the performance of models for image classification with imbalanced data.

In addition, to improve the performance of the AI models, raw OCT images were preprocessed. First, the region of interest (without the fundus photograph) in an image was cropped out. Then, the image was normalised to the same size, resolution and background colour (details are shown in online supplemental figure S3). Furthermore, ImageDataGenerator class from Keras was used to randomly augment images in the training dataset to improve the robustness of the AI models. It generated the same number of new variations of the original images in the training dataset at each epoch, and then these augmented images were used for training a model. Therefore, the number of epoch was the times the images were augmented. The set of transformations included rotation, zooming, horizontal flipping, height and width shift. On the validation dataset, hyperparameters were optimised, and the optimal operating thresholds were selected. The optimal models with the highest areas under the receiver operating characteristic (ROC) curves (AUCs) for each vision-threatening condition were selected as the final models, and ROC curve analysis was conducted subsequently to determine the optimal operating or classification thresholds. In this study, the Youden Index was used as the criterion for the thresholds. More details about the AI training process are shown in the online supplemental text.

Evaluation of the AI system
Once the AI system was established, each image was independently subjected to four rounds of categorisation. The workflow of our AI system is shown in figure 1. In the test dataset, the probabilities produced by the models for each image were transformed to the probability for each eye as the system output since diagnoses are determined at the eye level in clinical practice. This process is very similar to the decision-making process used by human doctors: doctors look for lesions on horizontal and vertical images of an eye, and the eye is then diagnosed as positive if at least one of the two images shows a vision-threatening condition. The performance of the AI system at the eye level was assessed using the following performance metrics: sensitivity, specificity, the AUCs of ROC curves and heatmaps. Gradient-weighted class activation maps were adopted to draw heatmaps for the images in the test dataset that were diagnosed as positive (a probability greater than the threshold) by the AI system. Moreover, a comparison was made between the AI system and our seven reviewers (four retina specialists and three attending ophthalmologists) using the ROC curve.
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Statistical analysis

ROC curves were analysed and plotted with the python packages of matplotlib 2.2.3 and scikit-learn 0.19.2. The AUCs of ROC curves, sensitivity and specificity were used to assess the performance of the AI models and the 95% CIs represented the Wilson Score intervals for sensitivity, specificity and Delong intervals for the AUCs, which were calculated with the R packages of Hmisc_4.2–0 and pRoc_1.15.3.

RESULTS

Summary of the labels in the datasets

The 5505 images obtained from 1048 patients (2064 eyes) for AI system development consisted of 2178 (39.5%) images showing retinoschisis, 711 (12.9%) images showing macular holes, 839 (15.2%) images showing retinal detachment, 470 (8.5%) images showing PMCNV and 2761 (50.1%) images showing negative for all four labels. This dataset was divided into training dataset (4338 images, 80%) for each model training, and validation dataset (1681 images, 20%) for parameter adjustment in each model. In the independent test dataset (412 images obtained from 206 examinations in 174 eyes of 91 patients), diagnoses were assigned at the eye level for each examination based on horizontal and vertical images simultaneously, since diagnoses are determined at the eye level in real clinical practice. Multiple examinations were performed on 29 eyes (16.7%) in test dataset and two eyes developed retinal detachment during the follow-up period. The details of the labels in the training, validation and test datasets, and other basic information are shown in table 1.

With respect to the cases of comorbidity, 1224 images for AI development and 60 examinations in the test dataset were labelled with more than one vision-threatening condition. The details of the comorbidities are shown in online supplemental table S1.

The performance of the AI models

In the early phase of AI training, we found that the imbalance between positive and negative classes affected the training result. To address this problem, the Focal Loss was applied to our AI training and this substantially improved its accuracy. After a large number of training experiments, the best models with the highest AUCs in the validation dataset were selected. The Youden index is a commonly used criterion for diagnostic tests, and the optimal threshold corresponds to the point on the ROC curve that is farthest from the equality line (ie, where the sum of sensitivity and specificity is maximal). The thresholds that we finally selected and the performance for each condition in the validation dataset are shown in online supplemental table S2.

Figure 1  Workflow of our AI system. Vertical and horizontal macular OCT images from a high myopia eye were independently subjected to the AI system as the input. After four rounds of categorisation, the positive diagnoses and corresponding heat maps were given as the output. Illustrated by Feng. AI, artificial intelligence; OCT, optical coherence tomography; PMCNV, pathological myopic choroidal neovascularisation.

Table 1  Details of the training, validation and test datasets

<table>
<thead>
<tr>
<th></th>
<th>Development dataset</th>
<th>Test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (year), mean (SD)</td>
<td>49.1 (28.6)</td>
<td>47.9 (15.4)</td>
</tr>
<tr>
<td>AL (mm), median (min, max)</td>
<td>27.91 (26.50 to 36.84)</td>
<td>30.05 (26.53 to 32.72)</td>
</tr>
<tr>
<td>SE (diopter), median (min, max)</td>
<td>−12.25 (−30.75 to −6.00)</td>
<td>−15.75 (−28.75 to −6.00)</td>
</tr>
<tr>
<td>No of women (%)</td>
<td>538 (51.3%)</td>
<td>54 (59.3%)</td>
</tr>
<tr>
<td>No of patients (%)</td>
<td>838 (80%)</td>
<td>210 (20%)</td>
</tr>
<tr>
<td>No of images</td>
<td>4338</td>
<td>1167</td>
</tr>
<tr>
<td>Retinoschisis (%)</td>
<td>1681 (38.8%) images</td>
<td>497 (42.6%) images</td>
</tr>
<tr>
<td>Macular hole (%)</td>
<td>531 (12.2%) images</td>
<td>180 (15.4%) images</td>
</tr>
<tr>
<td>Retinal detachment (%)</td>
<td>637 (14.7%) images</td>
<td>202 (17.3%) images</td>
</tr>
<tr>
<td>PMCNV (%)</td>
<td>383 (8.8%) images</td>
<td>87 (7.4%) images</td>
</tr>
<tr>
<td>Negative for all (%)</td>
<td>2190 (50.4%) images</td>
<td>571 (48.8%) images</td>
</tr>
<tr>
<td>Total</td>
<td>4338 images</td>
<td>1167 images</td>
</tr>
</tbody>
</table>

PMCNV is for pathological myopic choroidal neovascularisation.

AL, axial length; PMCNV, pathological myopic choroidal neovascularisation.
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For the independent test dataset, our AI system achieved AUCs ranging from 96.1% to 99.9% for all vision-threatening conditions at the eye level. Using the optimal operating thresholds determined with the Youden Index, we also measured the sensitivities and specificities for each condition. Generally, our AI system achieved excellent performance with consistently high sensitivities and specificities (greater than 90%). The details are presented in table 2.

Comparison of the AI models with clinical ophthalmologists
To further evaluate the performance of the developed AI system, the test dataset was labelled at the eye level by our seven reviewers, including four retina specialists and three attending ophthalmologists. Subsequently, the performance of the AI system was compared with that of the reviewers using ROC curve plots (figure 2). The plots demonstrated that our AI system achieved equal or even better sensitivities than the retina specialists and high specificities (greater than 90%).

Heatmaps
The AI system provided the probability that each eye had a vision-threatening condition and generated heatmaps based on OCT images for eyes diagnosed as positive. Heatmaps revealed and confirmed that the system produced a diagnosis using accurate distinguishing features and the regions or lesions most relevant to the diagnosis in the image. The maps demonstrated that our system made the diagnosis based on the correct lesion for diagnosis (figure 3). For the two eyes that developed retinal detachment during the follow-up period in the test dataset, our AI system successfully detected the pathological changes and

Table 2 Performance of the AI system on the test dataset

<table>
<thead>
<tr>
<th>Condition</th>
<th>AUC</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retinoschisis</td>
<td>0.961 (0.937–0.986)</td>
<td>90.0% (82.1%–94.7%)</td>
<td>90.5% (83.0%–94.6%)</td>
</tr>
<tr>
<td>Macular hole</td>
<td>0.999 (0.987–1)</td>
<td>100.0% (89.9%–100%)</td>
<td>96.5% (92.6%–98.4%)</td>
</tr>
<tr>
<td>Retinal detachment</td>
<td>0.986 (0.965–1)</td>
<td>97.40% (86.5%–99.9%)</td>
<td>92.3% (87.2%–95.4%)</td>
</tr>
<tr>
<td>PMCNV</td>
<td>0.994 (0.987–1)</td>
<td>95.2% (84.2%–96.7%)</td>
<td>95.7% (91.5%–97.9%)</td>
</tr>
</tbody>
</table>

PMCNV is for pathological myopic choroidal neovascularisation. AUC is for area under receiver operating characteristic curve.

Figure 2 Comparison of the AI system and ophthalmologists using ROC curves. (A) The performance of the AI system and ophthalmologists for retinoschisis. (B) The performance of the AI system and ophthalmologists for macular hole. (C) The performance of the AI system and ophthalmologists for retinal detachment. (D) The performance of the AI system and ophthalmologists for pathological myopic choroidal neovascularisation (PMCNV). AI, artificial intelligence; AUC, area under the curve; ROC, receiver operating characteristic.
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Figure 3  Heatmaps for retinoschisis, macular hole, retinal detachment and pathological myopic choroidal neovascularisation (PMCNV). (A) An example of a retinoschisis lesion detected by our AI system. (B) An example of a macular hole lesion detected by our AI system. (C) An example of a retinal detachment lesion detected by our AI system. (D) An example of a PMCNV lesion detected by our AI system. AI, artificial intelligence; PMCNV, pathological myopic choroidal neovascularisation.
the promising sensitivities, our AI system can also mitigate the burden on ophthalmologists by offering effective assistance by reducing the time requirement and human workload without compromising diagnostic accuracy, which may not only assist ophthalmologists in large-scale myopia screening but also facilitate the long-term follow-up of high myopia patients.

High/pathological myopia is a chronic disease, and affected patients must be followed up for life. Usually, pathological myopia patients are followed up once every 3–6 months, while the follow-up interval applied to high-risk patients can be reduced to a few weeks. Nevertheless, patients tend to be tired and less motivated to adhere to follow-ups if they are asked to visit hospitals frequently. As proven in (online supplemental figure S4), our AI system successfully detected the new emerging pathological changes during the follow-up period, which is critical to follow-up work. In the future, our AI software and OCT devices can be incorporated into a telemedicine assistant system. With our AI tools, basic examinations and regular follow-up work can be performed in local community hospitals, which would be convenient for both ophthalmologists and patients, especially for those in areas lacking retina specialists.

As evidenced in many previous studies, OCT has served as an excellent tool for CNN training in identifying common retinal diseases. However, implementation of existing AI systems for pathological myopia is probably more challenging due to the complicated manifestations. For example, posterior staphyloma, severe retinal atrophy, coexisting comorbidities and atypical lesions in pathological myopia patients will drastically increase the difficulty of diagnosis. In this study, we are the first to use OCT to train CNN and screen four common vision-threatening conditions in high myopia and expert performance was achieved. Moreover, the heatmaps exported by our AI system allowed the precise visualisation of lesion positions and distinguishing features, facilitating a target diagnosis, which may help reduce the burden on ophthalmologists by offering heatmaps to them for reference and guidance. Consistent with the promising sensitivities, our AI system can also mitigate the need for inspection of normal eyes in large-scale screening. If a suspect lesion is detected by our AI system, the original images and corresponding heatmaps will then be submitted to human ophthalmologists for further confirmation, thus significantly reducing the entire workload.

The Focal Loss was reported to have been designed to address the one-stage object detection scenario in which an extreme imbalance exists between foreground and background classes. The implementation of the Focal Loss in our study also provides an effective solution for cases in which imbalanced data are processed during medical AI training.

As demonstrated by the heatmaps, our AI model can precisely identify distinguishing features of vision-threatening conditions. As revealed in the ROC curve in figure 2, the AI system showed better sensitivities for PMCNV and retinal detachment than human experts. We then screened the cases in which the AI system outperformed human experts, finding that human doctors were overmatched by the AI system when detecting some cases with comorbidities or similar symptoms (online supplemental figure S5). However, a few images were still misdiagnosed. These images and corresponding class activation maps were carefully reviewed to identify possible reasons. The following may be the potential contributors: (1) relatively low image quality, (2) microlesions and (3) lesions near the image boundary. When performing image quality control of the test dataset, we excluded some cases when the image quality was too poor for recognition by human experts. Some cases were included if the image quality was relatively low but human experts could still make diagnoses. It appears that our AI system has higher image quality requirements than human experts, as its accuracy was decreased when the image quality was relatively low while human doctors still remained highly accurate. Typical examples and corresponding heatmaps are shown in online supplemental figure S6.

DISCUSSION

AI systems, especially deep learning systems based on CNNs, have been widely demonstrated to achieve expert performances in medical imaging diagnosis. In this study, we developed and verified an effective AI system based on OCT macular images. Given the heavy workload for ophthalmologists to screen the large cohort of high myopia patients, our AI system can provide effective assistance by reducing the time requirement and human workload without compromising diagnostic accuracy, which may not only assist ophthalmologists in large-scale myopia screening but also facilitate the long-term follow-up of high myopia patients.

CONCLUSIONS

We provided the first data regarding the application of CNN architectures to develop an AI system to identify retinoschisis, macular hole, retinal detachment and PMCNV in high myopia patients based on OCT images. With the expert performance achieved by our AI system, it can help both ophthalmologists and patients by reducing the time and workload required for large-scale high myopia screening and long-term follow-up.
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Supplementary: Development and Validation of a Deep Learning System to Screen Vision-threatening Conditions in High Myopia Using Optical Coherence Tomography Images

1. The patient recruitment and data collection processes

In this study, data for AI development were obtained from Zhongshan Ophthalmic Center (Guangzhou, China) from 2012 to 2017. The presence of high myopia was defined as a spherical equivalent (SE) ≤ −6.0 diopters or an axial length (AL) ≥ 26.5 mm. The exclusion criteria were as follows: (1) glaucoma (IOP ≥ 21 mmHg), (2) severe dioptric media turbidity (corneal leucoma, cataract, vitreous opacities, etc.), (3) ocular injury, (4) other retinal or choroidal diseases (diabetic retinopathy, age-related maculopathy, uveitis, etc.), and (5) poor-quality images. Each high myopia eye was submitted to horizontal and vertical OCT macular scans simultaneously. For patients undergoing long-term follow-ups, multiple examinations performed on the same eyes were included as separate data if the interval between examinations exceeded one month. The macular fovea was located based on the fixation point in the fundus as well as the tomographic features of the fovea, which were obtained with repeated scans.

Fig. S1 Patient recruitment and data collection.

2. Definitions of vision-threatening conditions

Retinoschisis is defined as retinal breaks in the inner and/or outer layers and the posterior extension of a retinal cavity without retinal detachment. Macular holes include full-thickness macular holes (FTMHs) and lamellar macular holes (LMHs). FTMHs are characterized by the lack of neurosensory retina at the fovea on OCT. LMHs are non-FT macular lesions characterized by (1) an irregular foveal contour and (2) lamellar separation of the neurosensory retina. In this study, FTMHs and LMHs were both labeled as macular holes. Retinal detachment is defined as detachment of the retinal neural epithelium and pigment epithelium (RPE). PMCNV is defined as CNV in highly myopia eyes with equal to or more serious than Category 2, and can be classified into 3 types based on OCT findings: Type 1, neovascularization with a high reflection signal beneath the RPE; Type 2, abnormal high reflection between RPE and retina and Type 3, neovascularization arising from the retinal circulation (also
referred to as retinal angiomatic proliferation. To differentiated other cause of CNV, all the 3 types
CNV images revealed on OCT were further confirmed by fundus photograph and fluorescein
angiography (FA) simultaneously. PMCNV is usually a classic pattern and a hyperfluorescent area in
early frames indicative of filling of the neovascular complex with late leakage into the CNV area can be
revealed on FA. If the fundus photograph reveals an equal or more serious than Category 2 and
lacquer crack is found near the CNV spot, PMCNV can also be confirmed.

Fig. S2 Typical examples of the diagnoses of vision-threatening conditions.

A Typical examples of these four vision-threatening conditions.

B PMCNV confirmed by fundus photograph and FA

A. Typical examples of retinoschisis (green), macular hole (blue), retinal detachment (yellow) and
PMCNV (red) on OCT images. B. A typical example of PMCNV in this study that confirmed by fundus
photograph and FA (indicated by the red arrow).

3. Image preprocessing

To achieve the best AI performance, raw OCT images were preprocessed before being used to train
the AI system. First, the region of interest (without the fundus photograph) in an image was cropped
out. The image was then normalized for the same size resolution and background color. Due to
different references used by clinicians, some of the raw images had different sizes and resolutions,
and most images had a black background while some had a white background. After image
preprocessing, all images were transformed to a size of 764×500 pixels with a black background.

Fig. S3 A group of examples demonstrating the workflow of image preprocessing.

A. A retinal scan was cropped by removing the region of the fundus photograph. B. All images were transformed to a size of 764×500 pixels. C. Images with a white background were submitted to white-black conversion.

4. Detection of emerging pathological changes.

In the test dataset, 2 of 29 eyes developed retinal detachment during the follow-up period. Our AI system successfully detected the new emerging pathological changes.

Fig. S4 The new emerging pathological changes during the follow-up period.

Patient A was diagnosed with retinoschisis and macular hole on 2019-01-30, and new emerging retinal detachment was successfully detected by the AI system on 2019-05-09. Patient B was generally normal on 2019-04-06, but soon developed retinal detachment, and then received surgery treatment. The images before surgery were not included due to the poor image quality. One week after surgery, the image on 2019-05-28 still revealed some retinal detachment lesions, which was also detected by our AI system.
5. Cases in which the AI system outperformed human doctors

Our AI system has equal or even better sensitivities than human experts. When detecting retinal detachment and PMCNV in cases with comorbidities or similar symptoms, human experts were overmatched by the AI system. Here are some typical examples.

Fig. S5 The cases in which the models outperformed human doctors.

A. A comorbidity case (retinal detachment and retinoschisis). The retinal detachment lesion (indicated by the red arrow) was missed by 4 of our human doctors. B. A case of PMCNV (indicated by the red arrow) that 2 human doctors misdiagnosed as retinoschisis.

6. Examples of misdiagnosed images

We carefully reviewed the misdiagnosed images and corresponding heat maps to determine possible reasons for the misdiagnosis. Potential contributors to false-negative diagnoses include: 1. low image quality, 2. micro-lesions, and 3. lesions near the image boundary. For instance, a false-negative diagnosis may occur when the image quality is relatively low (Fig. S6-A), when atypical micro-lesions are encountered (Fig. S6-B) or when the lesions are located near the image boundary (Fig. S6-C).

Image quality was the main contributor to false-positive diagnoses (Fig. S6-D).

Fig. S6 Typical examples of misdiagnosed images and the corresponding contributors.
A False-negative (image quality)

B False-negative (micro-lesion)

C False-negative (lesion near the boundary)

D False-positive (image quality)

A. A case of a PMCNV lesion (indicated by the red arrow) that was missed due to relatively low image quality. B. A case of a micro-PMCNV lesion (indicated by the red arrow) near the macular area that was missed. C. A case of a retinoschisis micro-lesion (indicated by the red arrow) on the boundary that was missed. D. A case of a false-positive PMCNV diagnosis due to low image quality.
7. Details of comorbidity cases.

A total of 1224 images for AI development were labeled as comorbidities, with 1001 images showing two labels, 216 images showing three labels and 7 images showing four labels. In the independent test dataset, 60 examinations were diagnosed as having more than one label. The details are shown in Tab. S1.

<table>
<thead>
<tr>
<th>Comorbidities</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two labels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS+MH</td>
<td>395 images</td>
<td>14 examinations</td>
</tr>
<tr>
<td>RS+RD</td>
<td>484 images</td>
<td>14 examinations</td>
</tr>
<tr>
<td>RS+PMCNV</td>
<td>98 images</td>
<td>15 examinations</td>
</tr>
<tr>
<td>MH+PMCNV</td>
<td>1 image</td>
<td>0 examinations</td>
</tr>
<tr>
<td>RD+PMCNV</td>
<td>9 images</td>
<td>0 examinations</td>
</tr>
<tr>
<td>MH+RD</td>
<td>14 images</td>
<td>0 examinations</td>
</tr>
<tr>
<td>Three labels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS+MH+RD</td>
<td>180 images</td>
<td>15 examinations</td>
</tr>
<tr>
<td>RS+MH+PMCNV</td>
<td>16 images</td>
<td>0 examinations</td>
</tr>
<tr>
<td>RS+RD+PMCNV</td>
<td>19 images</td>
<td>2 examinations</td>
</tr>
<tr>
<td>MH+RD+PMCNV</td>
<td>1 image</td>
<td>0 examinations</td>
</tr>
<tr>
<td>Four labels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS+MH+RD+PMCNV</td>
<td>7 images</td>
<td>0 examinations</td>
</tr>
<tr>
<td>Total</td>
<td>1224 images</td>
<td>60 examinations</td>
</tr>
</tbody>
</table>

(RS is for retinoschisis, MH is for macular hole, RD is for retinal detachment, and PMCNV is for pathological myopia choroidal neovascularization)

8. Selection of the optimal operating thresholds

In AI studies, many methods can be used to select optimal operating thresholds. In this study, the Youden Index was used as the criterion for selecting thresholds for the final models, and the ROC curve analyses were conducted in the validation dataset to determine the optimal operating thresholds. Using the data including the labels for eyes in the validation dataset and the corresponding probabilities produced by the AI models, the ROC curves were drawn by plotting the sensitivity against the 1-specificity at different operating thresholds. The optimal threshold was the point that was farthest from the equality line on a ROC curve, at which the sum of sensitivity and specificity was maximal. The optimal thresholds that we finally selected on each final model and their corresponding sensitivity and specificity in the validation dataset are listed in Tab.S2.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Threshold</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retinoschisis</td>
<td>0.811</td>
<td>93.4%</td>
<td>92.4%</td>
</tr>
<tr>
<td>Macular hole</td>
<td>0.403</td>
<td>95.8%</td>
<td>99.0%</td>
</tr>
<tr>
<td>Retinal detachment</td>
<td>0.127</td>
<td>97.3%</td>
<td>95.8%</td>
</tr>
<tr>
<td>PMCNV</td>
<td>0.115</td>
<td>91.5%</td>
<td>93.2%</td>
</tr>
</tbody>
</table>

9. Details for training the AI models.

Our experiments were conducted on a sever with Ubuntu 16.04, 2 Intel(R) Xeon(R) CPUs (E5-2620 v4@2.10 GHz), 4 Nvidia Titan Xp 12GB GPUs, and 128GB of memory using Tensorflow 1.13.1 with Keras 2.2.4. InceptionResnetV2 architecture was used, the batch size was 20, and the accuracy and loss were calculated for the training and validation datasets to monitor the performance at each epoch during the training process. After 50 epochs, the training was stopped due to the absence of further improvements in both the accuracy and loss for the
validation dataset. The model with the highest AUC on the validation dataset was saved as the optimal model. The optimal models were trained with the Adam optimizer (learning rate = 0.001) and transfer learning. The input image was resized to 250×382 (1/2 width and ½ height of original size), and focal loss was used for training of the loss function for the macular hole, retinal detachment and PMCNV models.