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ABSTRACT
Aim To develop an artificial intelligence (AI) algorithm that diagnoses cataracts/corneal diseases from multiple conditions using smartphone images.
Methods This study included 6442 images that were captured using a slit-lamp microscope (6106 images) and smartphone (336 images). An AI algorithm was developed based on slit-lamp images to differentiate 36 major diseases (cataracts and corneal diseases) into 9 categories. To validate the AI model, smartphone images were used for the testing dataset. We evaluated AI performance that included sensitivity, specificity and receiver operating characteristic (ROC) curve for the diagnosis and triage of the diseases.
Results The AI algorithm achieved an area under the ROC curve of 0.998 (95% CI, 0.992 to 0.999) for normal eyes, 0.986 (95% CI, 0.978 to 0.997) for infectious keratitis, 0.960 (95% CI, 0.925 to 0.994) for immunological keratitis, 0.987 (95% CI, 0.978 to 0.996) for corneal scars, 0.997 (95% CI, 0.992 to 1.000) for ocular surface tumours, 0.993 (95% CI, 0.984 to 1.000) for corneal deposits, 1.000 (95% CI, 1.000 to 1.000) for acute angle-closure glaucoma, 0.992 (95% CI, 0.985 to 0.999) for cataracts and 0.993 (95% CI, 0.985 to 1.000) for bullous keratopathy. The triage of referral suggestion using the smartphone images exhibited high performance, in which the sensitivity and specificity were 1.00 (95% CI, 0.478 to 1.000) and 1.00 (95% CI, 0.976 to 1.000) for ‘urgent’, 0.867 (95% CI, 0.683 to 0.962) and 1.00 (95% CI, 0.971 to 1.000) for ‘semi-urgent’, 0.853 (95% CI, 0.689 to 0.950) and 0.983 (95% CI, 0.942 to 0.998) for ‘routine’ and 1.00 (95% CI, 0.958 to 1.000) and 0.896 (95% CI, 0.797 to 0.957) for ‘observation’, respectively.
Conclusions The AI system achieved promising performance in the diagnosis of cataracts and corneal diseases.

INTRODUCTION
The cornea and crystalline lens are transparent media in the eye, which focus light on the retina and contribute to maintaining vision. The pathological conditions of these ocular media (ie, corneal opacity, infectious keratitis and cataracts) are the leading causes of vision impairment, affecting 75 million people worldwide (15 million with blindness and 60 million with moderate-to-severe vision impairment).1-3 Corneal diseases and cataracts are considered as avoidable vision loss if they are diagnosed and treated properly.1-4 However, the diagnosis is dependent on the availability of ophthalmologists. Thus, despite recent medical progress, the amount of avoidable blindness has continued to increase as the global population grows and ages owing to the limited number of experienced ophthalmologists.3,4

Artificial intelligence (AI) provides a promising solution for disease diagnosis and triage based on medical imaging.1-5 In ophthalmology, AI applications for single diseases, such as cataracts, diabetic retinopathy, retinopathy of prematurity
and infectious keratitis, have been developed based on deep learning (DL).\textsuperscript{6–14} Although these AI techniques have achieved good performance, their ability to differentiate multiple corneal diseases remains limited.\textsuperscript{15} In this study, we sought to develop an AI-driven comprehensive diagnosis/triage system using anterior segment photographs. First, we developed a DL model for the extensive diagnosis of multiple corneal diseases and cataracts and compared its performance with that of board-certified corneal specialists and residents. Second, we evaluated the AI performance on photographs that were captured using smartphone cameras and successfully triaged multiple corneal diseases/cataracts based on the conditions.

**METHODS**

**Image acquisition**

As corneal diseases/cataracts are located anteriorly in the eye and can be imaged clearly using a smartphone camera without specific attachments, we aimed to develop an AI-assisted triage system using smartphone images. A total of 16,471 images (15,498 slit-lamp microscopy images and 973 iPhone 13 Pro images) were registered in the Japan Ocular Imaging Registry from 23 tertiary eye centres,\textsuperscript{16} to develop a comprehensive AI for diagnosing various anterior segment eye diseases. Slit-lamp microscopy images were retrospectively collected from tertiary centres. The slit-lamp images were captured with a diffuser light source at a magnification of ×10 or ×16 setting at 23 tertiary eye centres in Japan. All anterior segment images were obtained by corneal specialists using a camera-mounted slit-lamp microscope (Haag-Streit, Zeiss, Takagi) under diffuser illumination (without enhancing the slit beam) with a natural pupil (without mydriatic instillation) and saved in joint photographic expert system (without enhancing the slit beam) with a natural pupil (without mydriatic instillation). Smartphone images were prospectively captured in cornea clinics in each tertiary centre consecutively from 2019 to 2020 after obtaining informed consent. The smartphone cameras and successfully triaged multiple corneal diseases/cataracts into 9 categories that cover the major diseases of the anterior segment of the eye (figure 1A, online supplemental table S1): ‘normal’, ‘cataract’, ‘infectious keratitis’, ‘immunological keratitis’, ‘corneal scar’, ‘corneal deposits’, ‘bullous keratopathy’, ‘ocular surface tumour’ and ‘primary angle-closure glaucoma’. A specific category for each slit-lamp image was provided by corneal specialists at tertiary university hospitals based on the medical records, clinical course, presentation, laboratory examinations (including culture, blood and PCR) and response to treatments. In images with multiple diseases, such as ‘acute angle-closure glaucoma’ and ‘cataract’, it was annotated based on the categories that needed to be treated with priority in clinical settings (in this case, ‘acute angle-closure glaucoma’).

**Datasets**

To avoid biased influences, we excluded 9,728 duplicate and poor-quality images, which were defined as blurred, dark illumination, controversial diagnosis and slit-beam enhanced images. Most of the excluded images were duplicate images of specific patients with multiple similar images captured on the same day. Reasons for image exclusion were duplicate images from single patients taken on the same day (approximately 80%), followed by slit-beam enhanced images (15%) and images with fluorescein staining (3%), blurred or dim illumination images (2%) in slit-lamp images. In smartphone images, reasons for the image exclusion were duplicate images of single patients taken on the same day (approximately 80%), followed by centred images (10%) and blurred or dim illumination images (10%). Finally, a total of 15,834 anterior segment photographs of nine categories were captured using slit-lamp microscopy with diffuser light and 973 images were captured using an iPhone 13 Pro. IOL, intraocular lens.

**Definition of clinical taxonomy**

All images were carefully verified by two of four corneal specialists (YU, TY, HF and RN; ≥15 years of qualification in corneal specialty) after a 5-hour intensive tutorial and active discussion on the categorisation with a corneal specialist (NM with 30 years of experience as a corneal specialist). We confirmed the diagnosis made by tertiary centres and classified 36 corneal diseases/cataracts into 9 categories that cover the major diseases of the anterior segment of the eye (figure 1A, online supplemental table S1): ‘normal’, ‘cataract’, ‘infectious keratitis’, ‘immunological keratitis’, ‘corneal scar’, ‘corneal deposits’, ‘bullous keratopathy’, ‘ocular surface tumour’ and ‘primary angle-closure glaucoma’. A specific category for each slit-lamp image was provided by corneal specialists at tertiary university hospitals based on the medical records, clinical course, presentation, laboratory examinations (including culture, blood and PCR) and response to treatments. In images with multiple diseases, such as ‘acute angle-closure glaucoma’ and ‘cataract’, it was annotated based on the categories that needed to be treated with priority in clinical settings (in this case, ‘acute angle-closure glaucoma’).

**Figure 1** Selection process and sample size for training and testing sets. (A) Representative slit-lamp photographs of nine categories. (B) A total of 15,498 anterior segment photographs of 9 categories were captured using slit-lamp microscopy with diffuser light and 973 images were captured using an iPhone 13 Pro. IOL, intraocular lens.
6106 images were captured in a slit-lamp camera with diffuser light were used to develop the AI model (figure 1B and online supplemental table S2; 5270 images were randomly selected for the training dataset and 836 images for the testing dataset). The baseline information is shown in online supplemental table S3. However, the AI model was developed without any data on age, sex and race. Moreover, 336 images that were captured using smartphone cameras were used for the testing dataset to validate the DL model.

Training and testing protocol of AI models

A categorical annotation label and bounding box enclosing the corneal region were provided by experienced ophthalmologists for all images to perform the object detection process (online supplemental figure S1).

Training of nine-category classification AI models

We used You Only Look Once V.3 (YOLO V.3), YOLO V.5 and RetinaNet as the AI algorithms to perform the nine-category classification. We used 5270 images with 36 eye diseases into 9 categories of annotations to train and test the models. Dataset separation and pretraining were performed in the training of YOLO V.3. The model parameters in YOLO V.5 were pretrained using the common object in context (COCO) dataset and subsequently fine-tuned using the training dataset. YOLO V.5 was trained for 200 epochs with a mini-batch size of 16. We used ResNet-101 as the backbone in the training of RetinaNet. RetinaNet was trained for 50 epochs with a mini-batch size of 8. The number of epochs and mini-batch sizes were selected experimentally so that each AI model achieved the highest performance.

Testing of nine-category classification AI models for comparison with ophthalmologists

In the testing process of the AI models, we obtained multiple estimated bounding boxes with estimated categories and the detection and classification systems for each test image from YOLO V.3, YOLO V.5 or RetinaNet. We implemented a programme that automatically selected the estimated category with the highest

Figure 2 Performance of deep learning algorithm to classify cataract/cornea diseases into nine categories. Receiver operating characteristic curves indicating performance of YOLO V.5 for each category. The area under the curve (AUC) ranged from 0.968 to 0.998.
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By using the AI algorithms, we obtained an estimated category and its predictive score for each test image as the classification result of the AI algorithm. The model parameters in YOLO V.5 were pretrained using the COCO dataset and fine-tuned using the training dataset. YOLO V.5 was trained for 200 epochs with a mini-batch size of 16.

Testing of nine-category classification AI models using smartphone images

We performed testing using 336 smartphone images. The measurements of the processing times were performed on a computer equipped with an NVIDIA RTX A6000 graphics processing unit (NVIDIA, Santa Clara, California, USA) and Xeon Gold 5120 3.2 GHz CPU (Intel, Santa Clara, California, USA).

Predictive score calculation

The categories and corresponding predictive score of the estimated bounding boxes from a test image were estimated during the testing of the AI models. The estimated category with the highest predictive score was selected as the final estimation result. The predictive score is calculated using the sigmoid function in AI models. In the final layer (output layer) of DL-based AI models, the sigmoid function is applied to a feature value that is provided to the final layer, which is represented by:

\[ s_{b,c} (x_{b,c}) = \frac{1}{1 + e^{-x_{b,c}}}, \]

where \( s_{b,c} \) is the predictive score, \( x_{b,c} \) is the feature value provided to the final layer, \( b \) is the index of the estimated bounding boxes and \( c = 1, \ldots, 9 \) is the index of the categories.

DL versus corneal specialists and residents

We collaborated with 11 board-certified corneal specialists and 11 residents with 1–5 years of clinical experience to evaluate our DL model for classifying corneal diseases/cataracts. A testing dataset (500 slit-lamp images with diffuser light) was used to compare the performance of these participants to that of the DL model. The specialists and residents independently classified each image into one of the nine categories. Specialists and residents independently classified each image into one of the nine categories. In images with multiple diseases, such as active ‘infectious keratitis’ and ‘cataract’, they classified them based on clinically primary diseases which they needed to treat with priority.

Statistical analyses

We determined the receiver operating characteristic curves for the predictive scores of the nine categories. We also provided the areas under the curves (AUCs) and their 95% CIs using the
Delong method.\textsuperscript{17} Moreover, the sensitivities, specificities and diagnostic accuracies were calculated for the diagnostic algorithms. The 95\% CIs were computed using the ‘exact’ Clopper-Pearson method. The statistical analyses were performed using R V.4.2.0 (R Foundation for Statistical Computing, Vienna, Austria)\textsuperscript{18} and Prism V. 6.04 for Windows software (Graphpad Software, San Diego, California, USA).

**RESULTS**

**Performance of three AI models for classifying nine categories**

AI models were developed using YOLO V.3, YOLO V.5 and RetinaNet based on 5270 images that were obtained using a slit-lamp microscope. YOLO V.5 achieved an AUC of 0.931–0.998 (figure 2), a sensitivity of 0.628–0.958 and a specificity of 0.969–0.998, thereby exhibiting the best performance, followed by YOLO V.3 and RetinaNet (online supplemental table S4).

**Performance of YOLO V.5 on test datasets compared with corneal specialists and residents**

In the test, dataset consisting of 500 images from a slit-lamp camera with diffuser light, YOLO V.5 achieved a very high predictive score of 99.9\% (online supplemental figure S3A). However, we observed that the AI tended to misdiagnose specific types of slit-lamp photographs. We analysed such images and found that the predictive scores were low, as the images presented multiple clinical findings, which is one of the significant challenges when applying AI to clinical practice in the real world.\textsuperscript{19–21} For example, in infectious keratitis, corneal infiltration is gradually converted into scarring with resolution. When the predictive score was assessed, YOLO V.5 appropriately listed both corneal scars and infectious keratitis (online supplemental figure S3B). In the testing datasets, 93\% of the images had only 1 category, whereas 6\% had 2 and 1\% had 3 or more categories (online supplemental figure S3C). Therefore, we analysed the three categories with 3 largest predictive scores in each image.
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Table 1 Performance of YOLO V.5 for nine categories and triage using smartphone images

<table>
<thead>
<tr>
<th>Nine categories</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1.000 (0.952 to 1.000)</td>
<td>0.932 (0.835 to 0.981)</td>
</tr>
<tr>
<td>Infectious keratitis</td>
<td>1.000 (0.478 to 1.000)</td>
<td>1.000 (0.972 to 1.000)</td>
</tr>
<tr>
<td>Immunological keratitis</td>
<td>0.250 (0.006 to 0.806)</td>
<td>1.000 (0.972 to 1.000)</td>
</tr>
<tr>
<td>Corneal scar</td>
<td>0.909 (0.587 to 0.998)</td>
<td>0.951 (0.897 to 0.982)</td>
</tr>
<tr>
<td>Ocular surface tumour</td>
<td>0.923 (0.640 to 0.998)</td>
<td>0.992 (0.955 to 1.000)</td>
</tr>
<tr>
<td>Corneal deposits</td>
<td>0.792 (0.428 to 0.945)</td>
<td>0.992 (0.428 to 0.945)</td>
</tr>
<tr>
<td>Primary angle-closure glaucoma</td>
<td>1.000 (0.025 to 1.000)</td>
<td>1.000 (0.973 to 1.000)</td>
</tr>
<tr>
<td>Cataract/IOL opacity</td>
<td>0.429 (0.099 to 0.816)</td>
<td>1.000 (0.971 to 1.000)</td>
</tr>
<tr>
<td>Bullous keratopathy</td>
<td>1.000 (0.541 to 1.000)</td>
<td>1.000 (0.972 to 1.000)</td>
</tr>
</tbody>
</table>

Triage

Urgent 1.000 (0.478 to 1.000) 1.000 (0.976 to 1.000)
Semi-urgent 0.867 (0.693 to 0.962) 1.000 (0.971 to 1.000)
Routine 0.853 (0.689 to 0.950) 0.983 (0.942 to 0.998)
Observation 1.000 (0.958 to 1.000) 0.896 (0.797 to 0.957)

IOL, intraocular lens.

which revealed that the PPV of the correct diagnosis was 88.8% within the largest predictive score, 95.6% within the 2 largest predictive scores and 98.0% within the 3 largest predictive scores (online supplemental figure S3D and table S6).

Triage using smartphone images and AI model

Smartphone corneal images of 36 anterior segment diseases and those obtained using slit-lamp microscopy with a diffuser light source (online supplemental figure S4A; 336 images of the same subjects) were categorised into 9 clinical categories using YOLO V.5. Although the YOLO V.5 performance in the slit-lamp images was comparable to that of our previous analyses (figure 4A; PPV: 88.8%), that of the smartphone images was 75% (online supplemental video S1). The predictive score was significantly lower for the smartphone than for the slit-lamp images (0.906±0.145 vs 0.964±0.082, p<0.001). This was attributable to the varying qualities of the smartphone camera images. Thus, we analysed the YOLO V.5 performance stratified based on the predictive score of each image, which demonstrated that the smartphone images with high predictive scores were diagnosed correctly (figure 4B). When we set the cut-off value of the predictive score to 0.98 or more, the smartphone-based YOLO V.5 performance achieved better outcomes (figure 4C, table 1: predictive score of 0.98 or more; online supplemental figure S4B,C: predictive score of 0.96 or more). To establish AI-driven triage using the smartphone images, we classified the nine categories as ‘urgent’, ‘semi-urgent’, ‘routine’ and ‘observation’ (figure 4D). The sensitivity and specificity were 1.00 (95% CI, 0.478 to 1.00) and 1.00 (95% CI, 0.976 to 1.00) for ‘urgent’, 0.867 (95% CI, 0.683 to 0.962) and 1.00 (95% CI, 0.971 to 1.00) for ‘semi-urgent’, 0.853 (95% CI, 0.689 to 0.95) and 0.983 (95% CI, 0.942 to 0.998) for ‘routine’ and 1.00 (95% CI, 0.958 to 1.00) and 0.896 (95% CI, 0.797 to 0.957) for ‘observation’, respectively (table 1, figure 4E).

DISCUSSION

The high performance of AI for automated diagnosis in ophthalmology has been reported in single diseases, such as cataracts, age-related macular degeneration, diabetic retinopathy, glaucoma and corneal diseases, using fundus photographs, optical coherence tomography and anterior segment images.8–15 These methods can successfully differentiate one disease from a normal condition. However, AI algorithms need to diagnose various diseases in the real world.

Millions of people lose their vision due to cataracts and corneal diseases annually.1–4 Even if the infections or inflammatory lesions are minor, once they expand and cover the pupil area, corneal diseases result in severe visual impairment. In comparison with other eye diseases, such as glaucoma and retinal diseases, most corneal diseases can be avoided using low-cost medicine if they are treated in the early stages. Furthermore, ocular surface tumours, such as conjunctival squamous cell carcinoma, may metastasise and cause death.22 The implementation of DL in medicine has advanced as it demonstrates significant prospects for improving clinical outcomes and public health.23 It is noteworthy that our DL model exhibited high performance in triaging corneal diseases using smartphone cameras. Furthermore, this AI will be accessible anywhere in the world provided that smartphone cameras and the internet are available (online supplemental video S1).

Among the three AI algorithms (YOLO V.3, YOLO V.5 and RetinaNet), the YOLO algorithms performed better than RetinaNet. The performance differences were owing to differences in (1) the DL model structure and (2) the data augmentation method. As DL model structures for image feature extraction, YOLO V.3 and YOLO V.5 employ Darknet-53 and its improved version,24 respectively, which were designed to identify the location of the target in the image and its category. Such models are effective for identifying the corneal location in an image and a category that corresponds to corneal diseases. RetinaNet employs ResNet-101 for image feature extraction.25 However, as ResNet-101 was designed for image classification, it is not effective for identifying categories based on local image patterns in the corneal regions. Furthermore, RetinaNet uses a simple data augmentation method (horizontal flipping) during its training process, whereas YOLO V.3 and YOLO V.5 employ various data augmentation methods in their training to achieve high robustness against geometrical and colour changes. Therefore, YOLO V.3 and YOLO V.5 could achieve higher performance than RetinaNet in classifying the 36 anterior segment eye diseases.

In recent years, smartphone applications (‘apps’) with AI have been used increasingly in healthcare applications. Regarding skin cancer, two apps, namely ‘SkinScan’ and ‘SkinVision’, have recently become available for download. ‘SkinVision’ achieves a considerably high sensitivity of 95% and specificity of 78% in identifying malignant and premalignant lesions.26 However, careful interpretation is required when applying a smartphone in real-world settings. Even when smartphone apps with a high sensitivity of 95% are used for a disease with low incidence, such as infectious keratitis (with an incidence of 30 persons per 100 000 annually),27 an app with hypothetical sensitivity/specificity of 90% (those of the AI of the current study) would have a PPV of only 0.28%, with approximately 100 000 false positive results per 100 000 users. The potential overload on healthcare owing to false positive results will become considerably large. Therefore, we considered presenting the top three differential diagnose with an indicator, namely the predictive score, in the AI system. Moreover, the current AI system offers several advantages (online supplemental video S1). As opposed to skin carcinoma, anterior segment eye disorders have various subjective symptoms, such as ‘blurred vision’, ‘ocular pain’, ‘itching’ and ‘red eye’.29 The performance was poor in ophthalmology-board-certified specialists, as it was assessed based on strictly image-based diagnosis. Indeed, the PPV for human specialists increased from 82.2% to 91.3% when clinical data (such as visual acuity)
were added to the images (data are not shown). For smartphone application by non-healthcare professional, we will need image quality control procedures to avoid misclassification and confusion by selecting images with sufficient quality. As shown in Figure 4B,C, if we selected the images with high predictive scores, the AI performance improved. Therefore, the predictive score indicates the certainty of the classification and can be used to avoid poor images and misclassification, although we need to substantiate the results in a larger number of subjects.

This study exhibits several limitations. First, therapeutic measures are lacking. However, information on the pathophysiology, treatment, and prognosis of the disease can easily be provided by linking the AI to the appropriate database. Furthermore, through triaging disorders and facilitating persons with potential urgent/semi-urgent conditions, we believe that early diagnosis and treatment will aid in preventing avoidable blindness. Second, we did not evaluate the accuracy of the AI in determining the disease severity. However, surprisingly, it could detect the diseases from the early stages or very small lesions of the diseases with very high predictive scores of 0.997 to 0.999 (online supplemental figure S3). Third, we did not include other common corneal/external eye diseases, such as lid disorders (chalazion, entropion, etc), hyphophsma, conjunctivitis and dry eyes in the current study, as we aimed to focus on cataracts and corneal diseases, which are the leading causes of blindness. Fourth, the AI model was developed based solely on Japanese people with brown iris colour. We will need to evaluate its performance in Caucasian people with blue iris, and if the performance is poor, we will need to develop other AI models for different races. Fifth, in the current study, image capture and testing was performed using the iPhone 13Pro smartphone. However, to apply extensively in the real world, the AI performance using other types of smartphone cameras and image quality taken by non-healthcare professional people will need to be substantiated in the future.

In conclusion, we established a high-performance DL model to detect, categorise and triage cataracts and multiple corneal diseases. Its diagnostic accuracy is comparable to that of corneal specialists. We believe that the AI using smartphone images can be applied for efficient triaging of anterior segment diseases.
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